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Abstract As a result of technological evolution, stream-
ing service providers have been dealing with the problem
of delivery multimedia content to the diversity of devices
with different resolutions. This issue can be solved by using
dynamic adaptive streaming over hypertext (DASH) trans-
fer protocol. However, a transcoding job in DASH requires
a lot of computation resource which could lead to delaying
the starting of multimedia streaming. Recently, new studies
have addressed novel schedulingmethods on video transcod-
ing, but those research did not solve the problem entirely,
such as the solution did not concern server performance or
speed connection between a server and its requested users.
Moreover, the load and speed connection status of the data
servers is often unstable, leading to increasing the starting
delay. So in this article, we solve such problem by modeling
transcoding jobs in the form of an optimization problem and
propose an algorithm to find an optimal schedule to transcode
video source files. In which, we use moving average method
to find average points for a short period to deal with server
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state changes. In the experiment, we implement our proposed
method with DASH to demonstrate the effectiveness of the
optimization scheduling method. In the system, we create
several servers running on the Docker platform to simu-
late a cloud environment. Experimental results show that our
methodology reduces the time of the transcoding process up
to 30% compared to existing research.

Keywords Cloud computing · Adaptive streaming ·
Transcoding · Data replication · Docker

1 Introduction

The rapid development of today’s technology provides a
way to access customized services based on demand. For
example, some people may be willing to spend money to
invest in expensive devices, such as iPhone 7, Samsung
Galaxy S7. On the one hand, these devices require the pro-
portion of devices to quality services, such as the S7 requires
high-definition (HD) video streaming. On the another hand,
people in remote areas do not have much interest in tech-
nology. For example, they have quite simple needs such
as watching video streaming at low quality on low-profile
phones. Therefore, a streaming service which can provide a
broad range of video quality from low to ultra-high qual-
ity is needed. Furthermore, the number of Internet users
is on the rise, and it has reached more than three billion
users by 2015 [1]. Consequently, streaming services can-
not meet the needs of such large numbers of users with a
small number of servers. Thus, cloud computing [2,3] has
emerged as a method of sharing resources, data between
computers and electronic devices based on user require-
ments.
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With the active development of social services such as
Facebook, Twitter, video streaming is necessary to con-
vey information to users because humans are familiar with
images rather than sound and words. As mentioned above,
we cannot meet the heterogeneous Internet users’ video
streaming requirements if we do not have efficient stream-
ing delivery solutions. Adaptive streaming [4] has emerged
as a technology that can adapt to the uncertainty of net-
work. Specifically, it is a video streaming technology where
video quality can vary depending on the state of the net-
work and device performance. A streaming server segments
a multimedia file into segments with a duration about 2–
10s. Then, the server creates different versions of those files
with different qualities using the same content of multi-
media files. Recent studies [5,6] addressed that, we could
install the adaptive streaming systems in a cloud environ-
ment, which could provide video streaming seamlessly in
any network environment as well as improve the system user-
friendliness.

Besides the advantages of dynamic adaptive streaming
over hyper text transfer protocol, HTTP (DASH), some of the
DASH problems on cloud computing are not fully resolved
yet, such as the trade-off between files replication and media
transcoding in data centers. In a more specific way, when
a user uploads data to a server, a central server is respon-
sible for managing the data servers. It decides whether to
transcode the uploaded files or replicate the files from other
data servers which contain the content files. If the server
handles the transcoding file and does not have much compu-
tation resource, it may delay the starting of video streaming.
Instead of this, the center server might consider replicating
DASH files from other servers. Furthermore, recent stud-
ies have not focused on the choice of data centers to serve
user requests. They only interested in common parameters
when choosing a serving server such as bandwidth or server
load, not a combination of both. Furthermore, those studies
also only consider the present value of cloud measurement
parameters such as server load, network throughput. This
selection-based method will sometimes result in rough esti-
mates or non-optimal options which lead to increasing the
starting delay of a video streaming. Therefore, in this article,
we propose a method to reduce the delay which improves the
quality of video streaming in DASH. Specifically, by using a
server that manages other data servers in the cloud, we man-
age servers in the cloud and propose a transcoding schedule
to optimize the performance of the network as well as reduce
the starting delay of DASH streaming. In the termination,
this research has two contributions as the following. First, we
state recent studies of transcoding and related topics. Then,
we propose a heuristic to schedule to reduce transcoding time
using several measurement metrics for evaluating the perfor-
mance of a server.

Fig. 1 A comparison between VMs and containers

The rest of paper is organized as follows. In Sect. 2, we
present an overview of Docker, DASH streaming in cloud
computing and transcoding multimedia in the cloud. We
present related works in Sect. 3. In Sect. 4, we introduce the
problem of DASH streaming and model this as an optimiza-
tion problem. In Sect. 5, we describe our experiment and
discuss the results achieved. Section6 presents our findings
with future research directions.

2 Background information

2.1 An overview of Docker and virtualization
technologies

Docker container is a virtualization technology. The con-
tainer puts everything, such as system libraries, code, system
tools, into a file-system. Especially, we can use the file-
system anywhere and execute the system anytime on any
operating systems (OSs) supported Docker. The system has
the same behavior regardless of OS because it has the same
libraries, code, etc. On Linux and Windows system, we have
an additional abstraction layer and automation virtualization
OS level. Furthermore, Docker containers run independently
within a single Linux instance because it uses isolation fea-
tures of Linux kernel such as kernel namespaces and cgroups.
Therefore, it allows a container avoid the overhead of main-
taining and starting virtual machines (VMs). Figure1 shows
a comparison between VMs and Docker containers. While
VMs perform efficiently at isolation with a complete sys-
tem, containers work at the process level of OS, which
offers them much beneficial of software delivery and sys-
tem deployment. As shown in Fig. 2, Docker implements
a high-level application program interface provided by the
Linux kernel, such as namespaces and primarily cgroups,
to bring light-weight containers that run processes in isola-
tion.

Linux containers (LXC) [7] is an OS-level virtualization
method for running multiple isolated Linux systems (con-
tainers) on a control host using a single Linux kernel. A
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Fig. 2 Accessing virtualization features of the Linux kernel of Docker

single server or VM can run several containers simultane-
ously becauseDocker containers are lightweight.An analysis
in [8] found that a typical Docker user case involves running
five containers per host, but that many organizations run ten
or more. By using containers, we can provision processes,
restrict services and isolate resources to have an almost
entirely private view of the OS with network interfaces, file
system structure and their process identifier space. In addi-
tion, multiple containers share the same kernel, but each
container can be constrained to only use a defined amount
of resources, such as input/output, memory and central pro-
cessing unit (CPU).

2.2 Adaptive streaming in cloud environment

Adaptive bitrate streaming (ABS) is a streaming technol-
ogy which enables high-quality multimedia streaming over
HTTP. It changes video streaming representations alongwith
network conditions such as throughput. It makes multimedia
content available at a variety of different bitrates so that a
client can retrieve the multimedia streaming without notice-
able change of video quality or re-buffering while playing
back. Also, ABS divides contents into small HTTP-based
segments so that a client can obtain a file by using GET or
POST command in HTTP. Each segment has a length around
2–10s. We have several version of ABS such as DASH sup-
ported by Moving Picture Experts Group (MPEG), HTTP
live streaming supported by Apple and it is streaming stan-
dard in iPhone and iPad, smooth streaming by Microsoft,
Adobe HTTP dynamic streaming by Adobe. In this research,
we only consider DASH system. As shown in in Fig. 3, a
DASH client has an adaptive controller which supports the
client automatically select video quality based on network
conditions. A media presentation description (MPD) in an
extensible markup language file managing information of
segments as well as video representations. At the initial con-
nection, the client obtains theMPDfile to prepare an adaptive
strategy to deal with network fluctuations.

Fig. 3 An overview of dynamic adaptive streaming over HTTP

Network communication always deals with the problem
of optimizing transmitted data over the limited bandwidth.
Especially, in mobile network communication, where the
maximumtransmitted is lower than thewire connection. Intu-
itively, common sense is to reduce data transmission while
maintaining the transmission time and the amount of infor-
mation over that period is using data compression techniques
such as video coding. In fact, video coding compresses data
by comparing different parts of a frame with other frames
to find redundant information in the frame. Consequently,
it uses less information to describe the frame rather than
using the original data. Some advanced video coding (AVC)
is H.261 [9], AVC/H.264 [10], and high-efficiency video
coding (HEVC) [9], which is one of the most efficiency
video compression standards in the multimedia, has been
using in 4K (resolution of at least 3840 × 2160) or ultra
video streaming projects recently. In HEVC, intra-frame is
the based frame where original data of the original pic-
tures locates, which uses to predict information for other
frames. An unusual number of a broadcasting system has
released their first ultra-HD (UHD) television over digital ter-
restrial television networks such as Japan, Republic ofKorea,
France, and Spain. Most of them used the most advantage of
compression data technique HEVC. It implies that compres-
sion techniques become an essential technology to optimize
transmission data over the network.

In a context of HD video transmission and distribution
[11], an uncompressed HD digital video is used to demon-
strate that a high-quality multi-party video conference based
on a transmission of uncompressed HD streams is already
achievable. Moreover, the contribution of a hardware archi-
tecture for H.264/AVC decoders proposed in [12] showed
that the processing capability of the proposed architecture is
to support (2048×1024,30 fps) videos at 120MHz. Inwhich,
a hybrid task pipelining scheme is presented to reduce the
internal memory size and bandwidth significantly. Besides,
they also proposed an appropriate degree of parallelism for
each pipeline task.
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Fig. 4 A process of transcoding a source video to different represen-
tations

Nowadays, we are evidencing of the increasing demand
for HD multimedia contents in the mobile environment. The
increase requires an innovative network design which should
satisfy quality-of-service (QoS) requirements of multimedia
applications. In the context of HD multimedia transmission,
the scalable extension of H.265/HEVC and scalable HEVC
(SHVC) [13] are a potential video coding which supports
encoding multimedia up to 8K UHD. Furthermore, SHVC
deployment reduces implementation cost significantly. It also
supports a rich set of scalability features. However, it requires
much computing resource to encode and decode multimedia
streaming. This intensive computation is a difficult task for
mobile devices as they usually have limited computational
resource.

2.3 Multimedia transcoding in the cloud

In ABS, transcoding a source video file into different repre-
sentations is required in the process of making the adaptive
streaming as shown in Fig. 4. First, this job reads an input
multimedia file and determines the maximum resolution of
the input. Then, it transcodes the file into different resolutions
which cannot greater than the determined maximum value.
As addressed in Sect. 2.2 and [14], transcoding time and com-
putation resource requirements for making DASH files (i.e.,
transformatting .mp4 files to .m4s files), are only a few mil-
liseconds. Therefore, in this study, we focus on scheduling
methods for the video transcoding jobs which require inten-
sive computation resources. Intuitively, low resolution and
short video duration do not consume a lot of resources com-
pared to high resolution and longduration one.Besides, video
transcoding time increases exponentially when the number
of transcoded resolutions and video length increase. There-
fore, estimating transcoding time could lead to the reduction
of time for an uploaded video.

As addressed in research [15], the authors divided multi-
media transcoding into three categories which are online,
offline and hybrid transcoding. First, they referred the offline
one as performing transcoding before the delivery process. In

contrast, the online one can be seen as a real-time transcod-
ing task. It only performs if a client requests a video segment
with a particular quality resolution. Therefore, the task comes
along with the process of video delivery and requires pre-
dictive algorithms which can deduce the right time to start
transcoding tasks.

3 Related works

Cloud computing is now a leading-edge Internet technology,
in which virtualization technology is one of the important
parts of cloud computing system. Virtualization in comput-
ing refers to the act of creating a virtual (rather than actual)
version of something, including but not limited to a virtual
computer hardware platform, OS, storage device, or com-
puter network resources. Recently, Docker is a new type
of virtualization technology which was addressed in [16]
by describing Docker applications and its advantages in the
cloud computing.

High latency, network congestion, and network bot-
tlenecks are some of the problems in cloud computing.
By moving from centralized to a decentralized paradigm,
edge computing could offload the processing to the edge
which indirectly reduces application response time and
improves overall user experience. An evaluated Docker [17],
a container-based technology as a platform for edge comput-
ing presentedwith four fundamental criteria as the following:
(1) deployment and termination, (2) resource and service
management, (3) fault tolerance and (4) caching. Their eval-
uation and experiment showed that Docker provided fast
deployment, small footprint and good performance which
make it potentially a viable edge computing platform.

Current Docker-based container deployment solutions are
aimed at managing containers in a single-site, which limits
their capabilities. As more users look to adopt Docker con-
tainers in dynamic, heterogeneous environments, the ability
to deploy and efficiently manage containers across multiple
clouds and data centers becomes of utmost importance. Fur-
thermore, the authors [18] proposed a prototype framework,
called C-Ports, that enables the deployment and manage-
ment of Docker containers across multiple hybrid clouds
and traditional clusters while taking into consideration user
and resource provider objectives and constraints. The frame-
work leverages a constraint programming model to allocate
or deallocate resources as well as to deploy containers on
top of these resources. Besides, the author [8] examined
how the popular emerging technology Docker combines sev-
eral areas from systems research—such as OS virtualization,
cross-platform portability, modular re-usable elements, and
versioning, to address the challenges of computational repro-
ducibility.
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Cloud computing provides a variety of services with
the growth of their offerings. Due to efficient services,
it faces numerous challenges. Virtualization offers users a
plethora computing resources by Internet without managing
any infrastructure of VM. With network virtualization, VM
manager gives isolation among different VMs. But, some-
times the levels of abstraction involved in virtualization have
been reducing cloud workload performance which is also a
concern when implementing virtualization to the cloud com-
puting domain. Consequently, the authors in [19] explored
how the vendors in the cloud environment are using contain-
ers for hosting their applications and the performance of VM
deployments. In addition, they also compared VM and LXC
on the QoS, network performance, and security evaluation.

In adaptive streaming, transcoding multimedia to dif-
ferent bitrates and qualities requires extensive computation
resource. Specifically, it takes most of the time in the stages
of delivering video streaming to users. Therefore, we need
a cloud environment that can handle such high computing
demands. Similar to our approach to reducing the time of
transcoding, the authors in [14] proposed a video transcod-
ing scheduling method for DASH in the cloud. First, they
prioritized each job of transcoding and adjusted transcod-
ing mode based on the cloud system load. In that way, they
reduced video transcoding completion time and balanced the
cloud system load as well as smoothing video playback at
a client side. Furthermore, the authors in [6] formulated an
optimization problem inmultimedia on-demand. In the prob-
lem, they minimized the total operation cost of delivering
resources based on a tradeoff between bandwidth, caching
and transcoding costs. Besides, they also found an optimal
strategy to deliver DASH segments for users. As a result,
their approach significantly saved costs compared to exist-
ing methods in multimedia streaming.

In the approach of optimization problems, the authors [20]
presented an integer linear program to maximize user quality
experience. They also proposed a heuristic algorithm that
scaled to a large number of videos and users in the cloud. As
a result, their system performance led to the optimal global
solution compared to the current industry standards which
could lead the optimization problem to sub-optimal solution.

4 Overview of proposed cloud streaming system

In DASH streaming, when a client uploads a multimedia
file to the DASH server, transcoding software is responsible
for making copies of files with different qualities. This job
requires a lot of computation resources as well as time to
complete the process of transcoding. It is hard for servers
with a heavy load to handle the transcoding in real time.
Moreover, a client can upload more than one file. Especially,
the server load capacity is heavier as it has to handle more

requests. Therefore, the management of DASH streaming
server is necessary to improve the performance of the DASH
streaming system.As shown in Fig. 5, themanagement server
does two important tasks. First, it serves as a normal DASH
streaming server. Secondly, it has the ability to manage other
servers so that it can redirect requests from the client to other
servers. The management server has no additional responsi-
bility to a request from a client when it redirects the request
to other servers. To do so, the management server requires
high computation resource to accomplish such tasks, and its
network speed is sufficient to provide real-time response to
a significant number of requests from clients.

In this article, we use seven parameters to evaluate the
performance of a DASH streaming server. If we manage
server performance efficiently, we can know how quickly a
server responds to a certain request. Regarding local mea-
surement, we have; (1) free memory, (2) working CPU,
(3) load average, (4) total memory. These local primary
metrics represent the current status of a system server.
Regarding network measurement, we have; (5) throughput
upload, (6) ping, (7) throughput download. Formally, we
can name these parameters respectively as the following:
m1, m2, m3, m4, m5, m6, m7.As shown in Fig. 6,manage-
ment server periodically receives measurement information
from DASH servers. Then, it finds a server that is best serv-
ing a coming request from a client. Besides, it orders the
DASH servers into an order. Furthermore, the management
server also shares information about the order for all other
servers through a synchronization mechanism using a file-
sharing protocol such as file transfer protocol (FTP). Thus,
DASH servers use this information for the purpose of retriev-
ing DASH files from other servers in case it does not serve
a transcoding request from a client. This technique is a solu-
tion for sharing DASH files of a server when it contains a
multimedia video while other servers do not have the video
content. In addition, a server can retrieve DASH files from
other servers based on metric information from the available
parameters. For example, Servers A and B have the same
DASH video, and Server A is faster than B 25%. If Server
C does have the video content, it can get 75% video DASH
files from A and 25% DASH files from B. We can use any
file-sharing protocols to get these DASH files such as FTP.

Before the modeling paradigm, we introduce the moving
average technique to reduce the variance of measurement
values of a server such as a load, throughput. For example, a
server performs requests coming from clients continuously.
Intuitively, the values that we measure at a given time do
not accurately describe the state of the server. To reduce the
variance of values, we use a moving average to calculate the
mean of server parameters over a given period.

In statistics, moving average is a calculation to analyze
data sets. Especially, it is commonly used to analyze time
series to smooth out short-term fluctuations and highlight
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Fig. 5 DASH cloud streaming system overview

Fig. 6 Management server manages parameter from other servers

longer-term trends or cycles as shown in Fig. 7. It works by
creating a series of average points of the data set.More specif-
ically, the first element of the moving average is calculated
by averaging the initial set of data. Then, the next element
is obtained by shifting forward that excludes the first num-
ber of the series and includes the next number following the
original data set. Continuously, the process creates a new
data set, then averages and repeats over the data set. There
have several forms of the moving average: simple average,
and cumulative average, or weighted average forms. In this
research, we use cumulative moving average with a given
number of measurement points in which data arrive in order
as streaming data.

Values in the near future are the result of changes in the
past. In other words, the change of past parameter values
affects the values in the near future. It’s an idea to predict
the average value of DASH streaming server parameters. As
shown in Fig. 8, we compute the mean of the values for a
given period of time with approximately k steps. Each step
is the value at the time we perform the estimation process

>

>

Time

M
ea

su
re

 v
al

ue

Real data
Moving average

Fig. 7 Moving average calculation

Fig. 8 Reducing fluctuation of data using moving average

to retrieve the current server parameters. At each step, we
perform a subtraction between the real and average values,
which results in the average value of k steps. We anticipate
the average value Vi of any parameter vi of the next step by
using (1) (i ∈ N).

Vn+1 = Vn +
n∑

i=n−k

vi − Vi
k

. (1)

As mentioned above, we can assign weights to each
parameterm1, m2, m3, m4, m5, m6 andm7 respectively by
the following w1, w2, w3, w4, w5, w6 and w7 and satisfies
(2), to sort the servers in an order. The total metric mea-
surement of a server can be given by (3). Each server has a
different total metric, we order the servers into an order by
using the total metric.

7∑

i=1

wi = 1, (2)

M =
7∑

i=1

miwi , (3)

VT T = γ Na
r D

b
v . (4)

When receiving a request from a client, a server can
decide whether to get a source video file to transcode, or
retrieve all existing DASH files. This method depends on
two factors which are local and network measurement. If the
server has not sufficient computation resource for transcod-
ing a multimedia file in a short time, it replicates data from
other servers. For example, network connection throughput
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between a server and a client is fast enough to meet the abil-
ity of response an incoming request from clients in a short
time, could lead to improving DASH cloud performance. On
the basic of the research [14], we estimate transcoding time
VT T for a video by using (4) where Nr represents number
of transcoding resolutions, Dv describes the video length,
γ ∈ [0, 1] is a effect factor in the estimation. a, b are the
fitting coefficients which can be achieved from [14] as shown
in (5).

[a b] =
{

[0.796 0.621] (low)

[1.152 0.700] (medium)
(5)

min
Sl j

∑

j

Sl j

subject to
n∑

j=1

4∑

i=1

mi j ≤
∑

j

L j

n∑

j=1

7∑

i=5

mi j ≤
∑

j

N j

Sl j = α

4∑

i=1

(−1)imi jwi j

+ β

7∑

i=5

(−1)imi jwi j

∀ j, i ∈ N , α + β = 1, α, β ∈ [0, 1].

(6)

Algorithm 1: Fuzzy Representation Inference
Data: An uploaded video from a user
Result: An optimized server to transcode the video

1 Sli : Estimation time of transcoding at server i ;
2 Calculating loads of server i using (1);
3 Estimating the total load of server i using (2) and (3);
4 while not end of transcoding request do
5 QueuingTranscodingJob(); push a new transcoding job into a

queue;
6 for job in the queue do
7 EstimateTranscodingTime(); //for each video in the queue

using (4) and (5)
8 end
9 SolvingOptimizationProblem(); // using (6);

10 // get an ordering list of transcoding jobs.
ExecutingTranscoding(); // the jobs in the ordering queue;

11 end

In the evaluation metrics, we consider two factors of the
client side at the view of the response of a system for a
given request from a user. First, start latency (Sl ) describes
the period between the time when a video source starts
uploading to the cloud and the time when the video is avail-
able for playback. We define Sl j as the start latency on

Table 1 List of video source file in the experiment

Source video Max resolution Duration

(Paddy_Sun)_Sunflower 360p 3m30s

SIXTEEN_Major_A_Happy 720p 2m31s

Avicii___Wake_Me_Up 720p 4m32s

Britt Nicole - Ready or Not 720p 2m58s

Craig David - Insomnia 720p 3m40s

4K_Hawaii Drone Footage 2160p 11m10s

NewYork In_4K 2160p 4m41s

server j th. Second, the number of representations (Nr ) rep-
resents a quality range which the cloud can provide for a
user. Suppose we have n ∈ N servers in a cloud. A server
j ∈ N, j ≤ n has load measurement with six parameter
described above, is mi j , i ∈ {1, 2, . . . , 6}. Maximum load
of the server is L j , and maximum network measurement
is N j . Our goal is to minimize the total start latency with
limited cloud computation resource and network connec-
tion throughput. Reasonably, the time of transcoding process
increases if server load increases and the network through-
put decreases. Therefore, we form optimization problem as
shown in (6) with α, β are factors which describe relations
between server loads and network states with transcoding
time. As such, we can solve the optimization problem with
a solution which refers mostly to whether the network or
local side. For example, we can incline to the network side
by assigning α = 0.4 > β = 0.6. The solution of this prob-
lem is an ordering list of transcoding jobs which reduce total
transcoding time. In conclusion, we summarize the proposed
method in Algorithm1.

5 Experiment and discussion

In this section, we implemented a cloud system using Docker
with the following descriptions. First, we installed a DASH
streaming system and made a Docker container which con-

Table 2 Transcoding bitrate information

Video standard Resolution Bitrate (bits)

144p 80 × 144 196,217

240p 134 × 240 295,360

360p 202 × 360 394,284

480p 270 × 480 493,986

720p 404 × 720 1,478,541

1080p 606 × 1080 2,934,266

1440p 810 × 1440 5,842,639

2160p 3840 × 2160 21,400,447
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Fig. 9 Transcoding time for each representation of each video

FIFO C e Our Proposed Methodh

Fig. 10 Multimedia transcoding time comparison

tains the DASH server as well as the runtime environment.
The DASH implementation is a Node.js-based [21,22] sys-
tem. Secondly, several software applications are installed to
support adaptive streaming. For example, we used the Fast
ForwardMotion Picture Experts Group (FFMPEG) software
[23] to transcode a multimedia video file into different pre-
sentations. Additionally, MP4Box software [24] generates
an MPD file which contains information of a DASH video
streaming. Moreover, we used dash.js open source [25] to
build a client player interface which can change video rep-
resentations along with the fluctuation of throughput. In the
system, we implemented our proposed optimization method
in a management server, where we process all requests from
clients to solve the optimization problem.

We tested with six video source files obtained from
YouTube as shown in Table1. The detail of transcoding
bitrate is depicted in Table2 with maximum vertical resolu-
tion up to 4K. We implemented a program in servers which
transcode a source video from 144p to the maximum vertical
resolution of a given video. By doing this way, we ensure
that users can watch streaming video in different qualities
depending on the quality of the network.

Transcoding time requires for a video, is proportional to
a number of resolution and video duration. As shown in
Fig. 9, a video named “4K_Hawaii Drone Footage” increased
transcoding time dramatically compared to other videos with
lower duration length and fewer resolutions.

As addressed in Sect. 2.1, we can run Docker container
directly without installing any addition libraries or runtime
environment. In the illustration of our approach, we com-
pared the proposed method with first in first out (FIFO)
schedule policy [26] in a cloud environment. We ran three
DASH streaming servers in which one server is a manage-
ment server and other two act as data servers. As a result in
Fig. 10, our method reduced transcoding time significantly
compared to existingmethods. Besides, Figs. 11 and 12 show
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Fig. 11 Performance of a server using FIFO schedule policy
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Fig. 12 Performance of a server with seven given parameters using our proposed method

a comparison between our method and the FIFO in the same
test of transcoding three video files. Our approach completed
the task within 300s (6min) meanwhile the FIFO method
spent 400s completing the task. Recall that, by usingDocker,
we are able to join and connect computers into onewhich also
called Docker Swarm [8]. As shown in Fig. 12, total memory
and throughput are merged to have more resource providing
for a task. While doing transcoding task at servers, the FFM-
PEG software used 100% of total CPU capacity which could
speed up and complete the job as quickly as the system can.

6 Conclusion

In this article, we have focused our research on the per-
formance enhancement of DASH streaming system in a
cloud environment. By finding an ordering list of servers for
transcoding multimedia files, we proposed a method which
reduced the total transcoding time of video source files. First,
we used moving average to weaken the impact of the contin-
uous change of the measurement values. Then, we proposed
the scheduling algorithm for transcoding video files. As a
result, it showed that our method reduced the transcoding
time up to 30% compared to existing research.

In the future research, we intend to investigate in network
functionalization to manage a cloud streaming system and
control follow of packages efficiently.
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